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Abstract
A Quantum Computer is a logical processor that uses intrinsically quantum properties - namely entan-

glement and superposition - to perform calculations. Theoretical work has shown that by harnessing this
quantum behaviour certain problems can be solved exponentially faster than classically possible. In an effort
to physically enact this, the last twenty years has seen concerted progress around the world towards the
creation of an operational quantum computer.

Any number of systems could be used to create a quantum computer, just as anything from punch cards
to semiconductors can be used to make a classical computer. We shall explore one leading implementation,
superconducting circuits, tracing the development of state-of-the-art designs from their beginnings in the
late nineties. In particular we shall discuss the Transmon, a conspicuously successful design that is now
being worked into larger scale architectures. This is a rapidly progressing field with broad interest and I
fully expect the current rate of development to continue for the foreseeable future.

1 Introduction
The impact of computers in science and beyond is self-evident; for one, only through computational modelling
have many scientific problems become tractable. Yet in important areas our best computers struggle, for
example, modelling many body quantum systems is a classically arduous task. Quantum Computers make use of
quantum mechanics to perform information processing. Their fundamentally different mode of operating permits
them to solve certain problems exponentially faster. Modelling quantum systems is, perhaps unsurprisingly, one
of those problems - even a small quantum computer would drastically increase the complexity of systems we can
model. This could expedite processes from drug design to material construction, but much like the unforeseen
consequences of classical computers, the most exciting developments could be unplanned; who knows whether
there is a quantum equivalent to meme culture?

This Research Review looks at one possible physical manifestation of a quantum computer, superconducting
circuits. These present significant advantages over alternatives, foremost they are solid state so can be easily
fabricated using standard lithographic techniques [1], and they can be controlled exclusively using microwave
pulses [2]. Many leading quantum computation groups use superconducting circuits, not least IBM, and they
appear one of, if not the, leading contender for future quantum computation.

We shall begin by laying groundwork regarding superconductivity and general Quantum Information con-
cepts. Then we shall explore how superconducting circuits can be used to form the basic unit of quantum
computation - the qubit. The past 20 years have seen a series of improvements in superconducting qubit design;
we shall trace this development, culminating in the "Transmon" and its integration into a circuit QED read-
out/manipulation set-up. Finally, we shall consider how to scale into more complex multi-qubit architectures
and the challenges that must be overcome before full scale quantum computation becomes a reality.

2 Background Theory

2.1 A Crash Course in Superconductivity
A few details concerning superconductivity will be necessary for this review:

1. Many materials, when cooled to low temperatures, become superconducting; current flows within them
without electrical resistance.

2. While superconducting a slight attraction arises between electrons such that they form loosely bound
Cooper Pairs. The base unit of charge becomes twice the electron charge.

3. These Cooper Pairs are Bosons and can all exist at the lowest energy level. An entire superconductor
can be described using one wavefunction; the only parameters necessary to describe this state are the
amplitude and phase of this wavefunction.
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2.2 The Qubit
The fundamental unit of quantum computation is the qubit, simply an isolated two level system:

|ψ〉 = α |0〉+ β |1〉

The constants α and β are complex and thus there are four degrees of freedom. Two of these are constrained
since first the wavefunction must be normalised ( |α|2 +|β|2 = 1 ) and second the global phase has no physical
meaning - only the phase difference between α and β is measurable. We can then re-parametrise |ψ〉 in spherical
polars as plotted in figure 1:

|ψ〉 = cos

(
θ

2

)
|0〉+ sin

(
θ

2

)
eiφ |1〉

Figure 1: Qubit plotted on a Bloch Sphere - operations comprise rotating the qubit around the sphere. All
pure states are represented by a point on the surface of the sphere, mixed states are those within the sphere.

Source: Wikipedia.

2.3 Quantum Speedup
When solving many tough problems a classical algorithm is forced to use a brute force method, simply try many
answers until you find the correct one. A set of qubits on the other hand can start in a superposition of many
states, for example two qubits could be in the state 1

2 (|00〉+ |01〉+ |10〉+ |11〉). An operation performed on this
superposition then acts on each part at the same time. By cleverly designing your algorithm the incorrect states
within the superposition can destructively interfere and the correct constructively interfere. Upon completion of
the algorithm and final measurement it becomes much more likely, or even deterministic, that the state collapses
to the correct answer.

For certain problems this enables an exponential speed-up. A couple of semi-useful examples are Grover’s
search algorithm [3] for searching through databases and Shor’s algorithm [4] to find prime factors. The
Deutsch–Jozsa algorithm while not particularly useful is interesting as it deterministically returns the correct
answer without requiring multiple runs [5]. There many other algorithms and yet more waiting to be discovered.

In the short term perhaps the most exciting prospect for quantum computing is the modelling of quantum
systems. Qubits and molecules obey the same fundamental rules so it’s not surprising that storing and manip-
ulating such information is more efficient in a quantum than a classical computer. IBM’s latest chip modelled a
three atom system, BeH2, and, though error prone, this was a serious proof of concept [6]. Supercomputers are
limited to simulating 56 interacting qubits [7], quantum computers are beginning to reach this size [8] meaning
soon we will not be able to predict their behaviour, signalling the reaching of genuinely virgin territory (a
moment variously called quantum supremacy or quantum relevancy depending on whose side your on).

2.4 Coherence
Qubit states are tremendously fragile. Interactions with the environment can very easily degrade the state. The
rate of information loss is quantified using two coherence times. T1 is the bit flip time, the time for an excited
state to decay to ground. Energy dissipating can cause this so must be avoided. The second, T2, measures the
time for the phase coherence to be lost, i.e. the time for 1√

2
(|1〉+ |0〉) to become 1√

2
(|1〉 − |0〉).

A qubit must achieve two competing objectives. First we must be able to manipulate and measure the
qubit state easily; this requires strong coupling between our interventions and the qubit. Second the qubit must
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be well isolated from noise in the environment, to limit decoherence. Superconducting circuits are mesoscopic
systems containing many millions of particles - this makes coupling our interactions to the system relatively
easy. Consequently removing or voiding environmental noise sources has been a key part of the superconducting
qubit development process.

2.5 Error Correction
Classical bits are relatively easy to correct, the options are only 1 or 0 so if you measure 0.95 you can be
pretty sure the bit is a corrupted 1. In addition sending multiple copies of the same data allows you to spot
discrepancies by siding with the majority decision. In qubits you can do neither of these things; between
measurements qubits occupy an analogue space described by two real numbers, and the no-cloning theorem [9]
ensures that we cannot simply apply classical error correcting techniques. Further, directly checking for errors
involves collapsing the state, making the whole process a waste of time.

Somewhat miraculously none of these problems are fatal, successful quantum error correcting techniques
have been developed [10][11][12]. It is only through the existence of these protocols that physical quantum
computing, complete with errors, can successfully operate, so it is perhaps worth briefly examining the basic
scheme. To correct a bit flip error the qubit is stored in an entangled state with two additional ancilla qubits,
α |1〉 + β |0〉 → α |111〉 + β |000〉. This entangled state is a simultaneous eigenstate of the Z1Z2 and Z2Z3

operators, where Zi is the z Pauli Spin matrix acting on the ith qubit:

σz =

(
1 0
0 −1

)

Figure 2: The bit flip correcting scheme. CNOT, or controlled not, gates are depicted by the dumbbell linking
two qubit lines. A CNOT gate flips the state of the target qubit, the open crossed end of the dumbbell, only if

the control qubit, the filled circle, is 1. The blue diagnose section of the circuit measures Z1Z2 and Z2Z3

through the operation CNOT gates and single qubit measurements. In the last, brown, section the error is
corrected. Source: [13]

When the qubit is first encoded into an entangled state the eigenvalues of the Z1Z2 and Z2Z3 operators are
1. A bit flip error in any one of the three qubits will cause a unique change of eigenvalues, either Z1Z2, Z2Z3,
or both, to -1. This allows you to identify the error and correct as appropriate, figure 2. This is not the same
as copying the qubit, if any qubit were measured the set would collapse together. If, however, two errors occur
the code is useless since it sides with the majority and assumes the one remaining correct qubit is in fact the
error. Handling a second error in this format requires the inclusion of another two ancilla qubits.

Correcting phase flip error can be done by initially rotating the whole system by π/2 such that phases
become bits. If an error occurs that is not a full π flip but some angle θ after the action of untangling CNOT
gates, shown in the blue region of figure 2, the state would be:

|ψ〉 = cos

(
θ

2

)
(α |0〉+ β |1〉)⊗ |00〉+ sin

(
θ

2

)
(α |1〉+ β |0〉)⊗ |11〉

Upon measurement the ancilla qubits must either read 00 or 11, and as such we will have forced the system
to decide whether no error or a full bit flip error has occurred. Hence we can correct an arbitrary qubit error
and these ideas have been validated in small superconducting systems [14][15].
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3 Superconducting Qubits
Our first implementation of an electrical qubit might be an LC circuit, simply a Quantum Harmonic Oscillator.
As a qubit it has two major flaws. First electrical resistance dissipates energy and hence is a source of decoher-
ence. This can be removed by cooling to very low temperatures where the circuit material, usually aluminium,
is superconducting and the thermal excitations are much smaller than the transition energies.

Secondly, and more fundamentally, the energy levels are evenly spaced, figure 3a, meaning if we excite the
system from the |0〉 to |1〉 state it will also be excited to the |2〉 state and onwards; significant leakage will occur
into higher energy levels.

Figure 3a: Energy levels of a quantum harmonic
oscillator. Source: Open University

Figure 3b: Energy levels of the anharmonic Josephson
Junction based curcuit, as a function of superconducting
phase φ. Levels 0 and 1 form the qubit. Source: QUTEch

Blog

In order to break the harmonicity we need a dissipationless non-linear circuit element. Fortunately just such
an element exists, the Josephson Junction [16][17]. The junction consists of two superconductors separated by
a narrow insulator, figure 4a . Cooper pairs are able to tunnel through the junction creating a dissipationless
current, I = Icsin(φ). In this equation φ is the phase difference between the superconducting wavefunctions on
either side of the junction and Ic is the critical current, the maximum dissipationless current that can flow, a
variable set by junction parameters such as barrier width. A voltage across the junctions obeys:

~
∂φ

∂t
= 2eV

Hence:

∂I

∂t
=

2eV Iccos(φ)

~

This is an inductor equation with the non-linear inductance:

LJ =
~

2eIccos(φ)

Further:

Energy =

∫
V Idt =

~
2e

∫
Icsinφ

∂φ

∂t
dt = −EJcosφ

The energy’s cosine dependence breaks the harmonicity producing an isolated pair of energy levels, perfect
for a qubit, figure 3b.
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Figure 4a: A real Josephson Junction. These are
fabricated by oxidising an Aluminium wire and then
laying another Aluminium wire above. Fortunately
the oxidation of Aluminium is a self-terminating

process, and the height at which the process stops is
appropriate for the fabrication of Josephson

Junctions. Source: Alexandre Blais.

Figure 4b: Circuit Diagram showing the design of the
Cooper Pair Box. The Josephson Junction is

represented as a non-linear inductor in parallel with a
capacitor, as, like most electrical elements, the

junction has a capacitance. Source: Andreas Dewas.

The first superconducting qubit was the Cooper Pair Box (CPB) [18][19], which had nanosecond coherence
times. This comprised a superconducting island connected via a Josephson Junction to ground and capacitively
connected to an applied voltage, figure 4b. The voltage caused ng cooper pairs to charge the capacitors, which
have total capacitance CTotal = CJ + Cg where CJ and Cg are the Josephson Junction and Gate capacitances
respectively. In addition, n cooper pairs tunnelled through the junction, effectively neutralising some charge on
the capacitor. Combining this capacitive energy with the Josephson Energy we derived earlier gives the CPB
Hamiltonian:

H =
2e2

CTotal
(n− ng)2 − EJcosφ = 4EC(n− ng)2 − EJcosφ

n and φ are conjugate variables, [n, φ] = i; this leads us to solve the equation H |ψ〉 = E |ψ〉 with n = ∂
∂φ .

The Matthieu functions are the solutions to this equation, i.e. the energy levels, and can be known to arbitrary
precision, figure 5.

Figure 5: Shows the first three energy levels as a function of ng for four different ratios of EJ/Ec. The
periodicity arises from the repeated tunnelling of an extra cooper pair when the voltage reaches a threshold.
For a pure charge qubit the energy levels differ in the number of cooper pairs which have tunnelled onto the

island. Source: [20]
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The applied voltage controls ng and is set by the experimenter. However a good model for many noise sources
is a small voltage applied across the box. These change ng, ng shifts the resonant energies and hence the system
dephases. These noise sources are minimised if the system is biased at half integer ng points where ω01, the
ground to excited transition frequency, is at extremum - the point shown by black arrows on figure 5. Here the
system is first order impervious to noise. The second generation of superconducting qubits, the Quatroniums,
used just such a biasing voltage and had extended coherence times of 100s of nanoseconds as a result [21]. A
better solution however is highlighted by the behaviour at higher EJ/EC , figure 5. This is the Transmon regime,
which stretched coherence times into the microseconds [20][22].

The ratio EJ/EC is set during fabrication and increasing it achieves the desired goal: The prominence of
ng charge noise decreases exponentially as e−

√
8EJ/EC , which can be seen from the flattening of the levels in

figure 5, improving our systems coherence times. However we see also that the anharmonicity (ω01 − ω12) is
steadily decreasing. This could be a problem; the lower the anharmonicity the thinner in frequency space any
pulse must be to prevent exciting higher energy levels. This means longer pulses and much slower processing.

This can, however, be tolerated. Firstly anharmonicity fortunately decreases polynomially, as
√

8EJ/Ec.
We are therefore removing charge noise effects faster than anharmonicity. Secondly we can shape our pulses
in frequency space to remove the ω12 frequency. (Theory [23], Experiential Validation [24]) This drastically
improves processing time, figure 6.

Figure 6: The error per gate as a function of gate length. Short Gaussian pulses excited the second transition
causing significant errors. With derivative pulses, those we shaped to exclude ω12, the fidelity is much improved.
Source: [24]

3.1 Notes on Design
1. Physically the increased EJ/Ec ratio is implemented by wiring a large capacitance in parallel with the

Josephson Junction.

2. Often two Josephson Junction are designed in parallel. This acts like a single junction except a flux can
now thread the ring created. This is useful as it allows the experimenter to tune the resonant frequency
of the qubit (proved here [25]), however leaves it vulnerable to flux noise.
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4 Circuit QED
We concluded the last section with a qubit relatively impervious to environmental noise - the Transmon; we shall
now explore the leading method for manipulating and measuring this qubit - cavity-qubit coupling or circuit
QED [2][26], figure 7b. Within a cavity the strength of electric field zero point fluctuations scales inversely with
cavity volume. Through a small cavity and the relatively large Transmon dipole moment, circuit QED provides
strong interactions and fast gates.

Figure 7: (a) Transmon Circuit
Diagram. Included are a split
Josephson Junction and a flux
source to tune it (brown), the par-
allel capacitance to dampen the
effects of the charge noise (CB)
and the cavity shown as a LC
resonator circuit (red). The iso-
lated section of superconductor is
coloured dark blue.
(b) Circuit QED: a Transmon
within a cavity. Also pictured, a
constrained wavemode which acts
as the applied voltage.
Source [20]

Cuts in a coaxial transmission cable define a Fabry-Pérot Étalon, figure 7b. Only wavelengths that have
antinodes at each end of the cavity are transmitted well, thus the transmission spectrum is a series of sharp
peaks. If the wavelengths are confined to a region surrounding just one peak we can model the cavity as an LC
resonator, figure 7a.

To find the hamiltonian of this composite system we first note that in the Transmon regime ng is unimportant.
Then in the low φ limit of the bottom two energy levels the refined Transmon Hamiltonian becomes:

H ≈ 4ECn
2 +

1

2
EJφ

2 − 1

24
EJφ

4

Re-expressing this in qubit excitation creation and annihilation operators (b and b†) and applying the
Rotating Wave Approximation:

H = (
√

8ECEJ − EC)b†b− EC
2
b†b†bb

Now we introduce the cavity using a second set of creation and annihilation operators (a and a†) and ωr,
the cavity frequency.

H = ωra
†a+ (

√
8ECEJ − EC)b†b− EC

2
b†b†bb− g(a† − a)(b† − b)

The last term is an interaction mediated by g, the qubit-cavity coupling strength. We relabel the qubit
transition frequency ω01, limit the Transmon to only a two level system, and apply the Rotating Wave Approx-
imation again to find:

H = ωra
†a+

ω01

2
σz + g(aσ− + aσ+)

Here the qubit excitations have been relabelled using Pauli Spin matrices. This is a Jaynes-Cummings
Hamiltonian [27].

7



By setting the resonant frequencies of the qubit and the cavity to be significantly different photons will have
trouble jumping from cavity to qubit, hence the coupling term will only be relevant in higher order perturbation
theory. At the second order, in the limit |∆| = |ωr − ω01| � g, we find:

H ≈ (ωr +
g

∆2
σz)aa

† +
ω01

2
σz

This hamiltonian comprises two resonators however the cavity frequency changes depending upon the qubit
state! Hence measurement of the cavity frequency is also measurement of the qubit, figure 8.

Figure 8: The dependence of cavity resonance on qubit state. κ is the cavity decay rate, this is inversely
proportional to the cavity quality factor and the coherence time. Source [2]

We now have a method for measuring the qubit state, in order to exert universal control it is sufficient to
be able to perform arbritrary single and two qubit gates [28] (manipulations of qubit state). Irradiating the
system at the qubit transition frequency can be used for single qubit operations, as the cavity reflects most
but not all off-resonance photons. Two qubit operations can be enacted in many ways, one scheme proceeds
by tuning each qubit in and out of coupling with one shared resonator, the ’bus’, allowing virtual photons to
be exchanged via the bus [29], figure 9a. Universal gate schemes [30][31], two-qubit gates which don’t require
frequency tuning [32] and measurement of two qubit states using only one pulse [33], figure 9b, are amongst
further developments, however we shall not explore this exciting progress in any more detail.

Figure 9a: Two Transmons, red and green boxes, coupled through a
single resonator bus. Coupling of each qubit to readout is capacitive

and the purple boxes are capacitors. Source [29]
Figure 9b: Two Transmons dispersively change

a shared bus’ resonant frequency allowing
distinction of all four two-qubit states from one
measurement of cavity frequency. Source [29]
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5 Extending the Transmon’s Coherence Time

Figure 10: The steady improvement of coherence time. The right hand side gives the key parameter, operations
per error, as long as this is high we need not be concerned with the absolute coherence time length. Source:
Alexandre Blais

Lengthening coherence times remains a key priority, and their exponential growth has been labelled the
Moore’s Law of Quantum Computing, Schoelkopf’s Law, figure 10. This improvement has largely been allowed
by building a more comprehensive picture of the error sources, namely charge noise - which we modelled with
an applied voltage, flux noise, material effects and residual coupling of the qubit to electromagnetic modes,
intentional or not.

The largest recent improvement has been using 3D rather than planar cavities [22], figure 11a. Stray two
level systems, such as dangling bonds, can couple to the cavity mode. Making the cavity three dimensional
reduces the Electric field strength and hence reduces the coupling to the parasitic two level systems. However,
by concurrently enlarging the Transmon and hence its dipole moment, the desired coupling can remain large.
This led to ≈ 50µs coherence times which were further extended by excluding residual cavity photons [34].

Cavity modes alone have considerably longer coherence times than Transmons. Rather than combining them
to make a 3D Transmon, the latest iteration uses very high quality factor cavity modes as a memory storage
[35][36], figure 11b, extending coherence times to milliseconds.

Figure 11a: 3D Transmon, an extended Transmon placed in
a high Q 3D cavity. Source: [22]

Figure 11b: 3D cavities with high quality factors serving as
the memory for a Transmon qubit. Source: [36]
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6 Scaling towards Quantum Computers
Designing scalable architectures for quantum computing presents additional challenges. Unintentional coupling
between qubits arises, known as cross-talk, and systems larger than a microwave wavelength can support
additional undesired electromagnetic modes - chip modes. Both of these can further constrain limited coherence
times and gate fidelities. Currently there is a divergence of solutions, symptomatic of the nascent quality of the
field.

One divergence is whether to have fixed frequency or tunable qubits. Tuning admits flux noise, additional
circuitry and risks parasitic coupling of the qubit to a much wider range of systems as it flies through the
frequencies; on the other hand single qubit gates work best when the qubits have very different frequencies,
and multi-qubit gates when they have neighbouring frequencies. Achieving both criteria is only possible with
tunable qubits.

IBM is arguably leading the pack, 16 and 7 qubit systems, figures 12a and 12b, are available for programming
online and 20 and 50 qubit chips have been tested in their labs. These comprise planar Transmons coupled,
both together and to readout, via buses. The qubits are fixed frequency and off resonance from the buses
connecting them; two qubit gates are implemented by irradiating one qubit at the transition frequency of the
other (Theory: [30]). These have been used to test error correction and molecular simulation methods [6].

The end goal appears to be a surface code [37], an error correcting code with a relatively high fault tolerance
that requires only nearest neighbour interactions on a plane. Within these schemes many physical qubits are
needed to define a single logical qubit, exactly how many depends on the fault tolerance of the qubit. Transmons
are approaching the accuracy required for some surface codes [38] however the ratio of logical to physical qubits
remains far too low. Pressing requirements therefore include extending coherence times and gate fidelities,
such that this ratio increases to within the achievable realm, and 3D fabrication, which would stop the control
circuitry from disrupting the plane of qubits [39].

Figure 12a: 16 qubit chip, each with a readout resonator and two to
three nearest neighbour couplings. Source: IBM

Figure 12b: 7 qubit chip, many qubits are coupled
to the same resonator - before two qubit

manipulations occur the others are decoupled.
Source: IBM

Rigetti computing based in California propose a mixed system of fixed frequency Transmons and tunable
Fluxoniums - a relatively flux noise impervious variety of qubit [40]. This network provides a short term
alternative that possesses a few advantages over the large Transmon chips, for example a simple large scale
planar structure. Whether it will drastically improve on IBM’s work when it fails to directly answer chip modes
or qubit coupling problems remains unknown.

A final and exciting proposal is the Multilayer Microwave Integrated Quantum Circuit (MMIQC) [41],
figure 13. It counters chip modes and non-intentional qubit coupling by isolating separate modules within an
electromagnetic shield. Each module contains circuitry of only limited complexity which is then connected to
input, intermediaries and output as required through superconducting transmission lines. This builds heavily
on the cavity memory storage system we discussed earlier [35][36] and incorporating these could help further
extend coherence times. All this can be achieved using established techniques from the Micro-Electro-Mechanical
Systems (MEMS) industry; preliminary steps have already proven fruitful at transferring these techniques to
superconducting qubit systems [41].
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Figure 13: A schematic of the proposed MMIQC layout. Each box represents a module isolated from environ-
mental noise (the red waves). While well isolated, the modules must be highly addressable; a perfect quantum
state is no use if we cannot manipulate it. As such the connecting circuitry must be comprehensive. Source:
[41]

7 Conclusions
In summary we have explored the leading superconducting qubit design, the Transmon in a circuit QED readout
and manipulation set-up. In this system many of the criteria required for an operational quantum computer
(the ’DiVincenzo Critera’ [42]) have now been achieved thanks to a rapidly lengthening coherence time and
comprehensive gate schemes. Scaling to larger systems will require novel solutions to emergent problems,
however these appear surmountable. In particular we have examined perhaps the most exciting many qubit
system, MMIQC, and this seems to suggest that intelligent architecture design will allow continued progress
towards a large scale superconducting quantum computer.

To a greater or lesser extent this progress is mirrored by other quantum computational systems such as
trapped ions or topologically braided quasi-particles; for example a recent annoucment described a 51 qubit
ultra cold atom system [8]. Concurrently theoretical work continues apace in computer science and mathematics
departments worldwide. This intense concentration of resources has led to a rich seam of developments that
shows no sign of drying up. Quantum computation will be part of the future, what form it takes and the extent
of its impact remain to be seen.
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